







































































































Reminded scalars vectors matrices Tensor








































































































RepresentingIma.ge

Images composed
255255127

of piled features
255 127 0

192 0 62 Typically 8 bit
values 0 255 int

w Meet

Black 255 White

single obs isa matrix HxW

Batch I is a 3 DIE NxHxW








































































































RepresentingIma.ge off1 1 05

1 0.5 0

255255127
0.7 0 0.2

255127 0

192 0 62 1 1 0
1T

1 0 1

1.2 1 5
W

For Neural networks want
to convert to float and rescale o.MS st

Butdatase
3 1 0.1 3 specific
1.4 3 1.1










































































































RGB Tmage
Reprent color pixels w 3 Channets
3 values per pixel purple 1

HighredaeaoEEL.us.ee
High blue

a white Maxred

Maxgree
Max blue

single obs is tensor Hawa
red

Nogreen

Batch is 4 Dtensor NxHxWx3 2 Noblue








































































































RGBIma.gePyTorchN

fgfsdxiss dtensor Hxwx 3
Batch I is 4 D tensor NxHxWx 3

perch
Single obs is 3 D tensor 3 HXW

Batch I is 4 D tensor Nx 3 Hx W

X Permute 0 3 1 2








































































































RepresentingIma.ge so far

For standard neural network Reshape into vector

single Obs ie's
255255127 HW

255127 0 1272551270 1920 64

t
192 0 62 yesBatch

I NxHW

w Image 1272551270 192 0 64

Image2 1272551270 192 0 64

0 1272551270 192 0 64 N
no 0 8 0 0 I

1272551270 1920 64 VO 0 FW I
a 0 0 O O O O
0 0 0 0 0

Pixels

an O O O O O
OPiilts 0 0 0
Lots of parameters








































































































Imagestructure
Class determined by

relationships between features

One pixel has little info by itself

Relationships between nearby pixels are

More important than for pixels

There is an

edge here








































































































Imagestructure
Original shifted right

Translation
shouldn't change
prediction

pi PI

p

L

But features can change a lot









































































































EE EEE iF
Regression weights
from HW 3

Shifting Image
Changes predicted
class

Remember prediction
function for multi class
flassification

Class w Max output

Pred y f x argmaxWIX








































































































C utionalNetworks CNNs

1 Maintain Image Structure
Don't flatten

2 Shift weights to find best

alignment

3 Make network sparse
Remove weights










































































































shiftingweights
EI.FI w C XᵗW At every location

i e Cij 2 Shift w to be
centered at i j

Predict 3again and compute TW

Predict with Max C

Location Where and
W most closely match

Convolution








































































































convolutioninl
dimens.nl

Row
WIDMANN Nde Input
0.7 0.5 0.3 1.0 0.0 0.7I

x x x x x

0.2 0.2 0.8 0.0 0.8 0.2

eolfhore weights
0.710.27 10.510.2 0.3 0.8 1.0 0.0 0 87000.2

0.774GW








































































































convolutioninl
dimens.int

DharmaAdded Input
as

Assume 0

EMIT More weights
Try different 0.716.87 0.576.0 0.376.87406.2

alignment 1 0hAM

Better than before








































































































convolutioninl
dimens.int

DharmaAdded Input
as

Assume 0

EMIT More weights
Try different 0.716.87 0.576.0 0.376.87406.2

alignment 1 0hAM

Better than before












 c

ti.EE EgtaED
Inputs Feigned Array of length

5 3 1 4 7 12
Epically Sld

kernel Only compute alignments
2 0 2 where kernel fully overlaps

output
16 In torch Padding Valid

16 2.1 4.0 7 2 Convex K it

Ouput length d 5 1



convolutionAnimate.de



Padding
If we want to try eved

Possible alignment we need
to pad the input w Os

In torch padding full

Output length d 2 S 1



Padding
often want Padding
in between
e g If we want an

output size of a
In torch padding same

Out put length d



Crutionasalayer
Standard Locally connected convolutional
Dense's Layer Layer Layer

W 0 W d X kernel 0
O O O

uses

O O O
O O O O O O
O O O O O O
O O O O O O
O O O O O O
O O O O O O

o XTW b o XTTÉ b o Convex K b

Every output depends Every output depends and weights are
on every input only on Local inputs shared for eachoutpa



Derivative ofconvolutions
Iringection's t

Kernel t

o o in

0 09 1but only 4in Oi dit
depend on i 50 x O

K

09
it d

itf4HxtHn
0 ditt

O O
Convex Kyky's

O O
Convchy Ks Kz K



Derctivesanimated



convolutionsin2
BA

ign Kernel in every 2 d location

Convdly K EE Xians Kay

for padding valid

5 1 3 84 6

3 4 9 1 1 7 4 1 2 1

5 6 3 2 1 20 0 00

0 8 5 5 4 2 3 1 2 1

4 7 2 7 3 1 4

4 3 1 26 I I 1 1 1 1 2 7C 1 2.0 1 Ot
0 0 3 2 3 1 0

2 0 5.1 4.2 2 1



convolutionsin2IE Blur

Small Blur Large Blur



convolutionsin2 D CF.ge detect

Vertical edges Horizontal edges
Po

neg most outputs
nearo

Low Values at neg High Values where pattern
of kernel matches kernel



convolutionsin2 D CF.ge detect

Diagonal edges



Kernel K

Insen
for color

kernel has 3

Channels like Image

5 5 3
Red grain Blue

Convex K

Convex Kr
result

ConVC Kg t

ConvCA Kb



Multi channelconvolut.io 1 D

Not limited to

3 channels
Sum over

a channels

ConV X K E Convex Kc
HXWÉ S S C

HE IS



Multiple outputchannels
Kernel can also 1 1
produce multiple
Channels 71 Value
at each location

In21
Combine 3

filters into a

multi channel

Image
TV



S

EYFEEIH.fi Yationatta

Ihfn Height width channels

Kernel E 5 5 1 0
Kerkel size channels

LILY

Output d NxHxWxO
Matchange for padding sure

Input

Hf

output

Single neuron

Diagram exok
still a sum product

Follow WE
Activation



PErci.fi E
iita

hannels Ich channels
Height width

before Kernel E 0 5 5
mage size channels

IIT kernel size

Output d NxOXHXS

Technicallywhat we call convolution is cross correlation



Cutionsasfeaturedetectors
kernel Detected eye

channels nose

mouth

y Relllasthreshold4

b

Max convexHtb 0

EE
d



Multi
É ᵈʰ

Éf
low level high level Detecte
features features face

noooooo
More

Demon

nooooooo
area

L
Doosan

noooo
oooo

Dream

Exact location
of featuresd
doesn't matter



Downsampling
Reduce resolution Easier and less expensive

to find high level features

Detected
face

wolfhoooooo

foofacademamada

soso.ea.am

HL
d

w
wk



stridedcon.ro ution 1 D

Take only stride Outputs

Kernel kernel kernel

0 00 00
0 00 0 0
0 00 00
0 00 0
0 00 00 0
0 00
stride I stride 2

Ostride 3

8
ma

0



stridedt
I.fi sI iinEa dimension

Locations

3 4 9 1 1 7 4

0 8 5 5 4 2 3 0 0 0

4 7 2 7 3 1 41

4 3 1 2 6 1 1

0 0 3 2 3 1 0 Stride L



Pooling Operator D

Array of length 1
Inputs window size

Take Max output
5 3 1 4 71 2 around each location

window Max before down sampling
output Y Make sure we

7 don't miss any

7 Max 1 4 7
high activations

Can also take Avg
Average pooling



Condolution pooliganimated



Poolingin2DAli.gr

window in every 2 d location

Max Pool X FM B Xians

Avg Pool x Kitans

5 1 3 8 4 6 2
Max

3 4 9 1 1 7 477
5 6 3 2 1 2 0

0 8 5 5 4 2 3

4 7 2 7 3 1 4

4 3 1 2 6 1 1
7 Max 1 1,712,1 2 5,4 2

0 0 3 2 3 1 0



Downsamplingcompar.ee



Pixelshuffle
Rearrange adjacent results
into more Channels Expensive



Flattening
After convolutions flatten as before

can add dense
Layers here

load face

LC t.aao.name
teaser face

foofonaceaamada

L t.B.name
good face

L H face
flattend

w NxHxWxC Nx H W C



GlobalAvg.Pooling
Alt.to flattening just Avg over remaingImage

Global Avg Pool x EEat
5 1 3 8 4 6 2

3 4 9 1 1 7 4 3
5 6 3 2 1 2 0

0 8 5 5 4 2 3

4 7 2 7 3 y

Remembers still multiple channels

4 3 1 2 6 1 1

0 03 23 10 N H WXC NXC



GlobalAvg.pro ing
Allows for inputs of different sizes

ConV ConV
Idownsample downsample

GAP

120 120
60 60 6

Predict

Conv Conv
200

downsample downsample

GAP
100 200 50 100 50 s predict

1 1
100

Removes Handw



kt 2012

classes
learned kernels



CFeaturesbylayer

nm
É l

Eels



OtherArchitecture
V66 Resnet 50 etc

Wide resnet

Many Many more



DataAugmentation
Ittake.su of data to train

good Image classifiers
Millions to Billions of Images for
general object recognition 1000 classes



DataAugmentatione
CNNs mostly invariant to translation

What about scale rotation color etc

c
Astronaut Still Astronaut

Still shouldn't change class



g

DataAugmentation
Augment existing data by randomly

Scaling rotating shifting colors etc

Much easier than collecting 10x Medat

Can do this as we train



Common Augmentations
Rotation Crop

Color Shift Shift scale shear

Flip
Cut out Mix up



Low level features
EE i E tningaanoa nesn

Idl between Models

face

Exploit this by copying
Convolutional layers from

Detect
a previously trainedmode

N.e.w.no Actually more

a like this
Smiling



Finetuning For new task

Keplate
keep

Convolutional Layers
Dense Layer

Typical Approach but could keep more or less



Fineturing
Better starting point for optimization

Loss Not Without finetuning

o.IE Eg with Fine tuning

d
IterIV




