
Linear regression, gradient 
descent & maximum likelihood

 



Age: 9.61
Patient 1

Pain: no
RBC: 5.18
Peritonitis: local

Input Prediction

Patient
Neural network

Appendicitis?
Yes / No

Setup
Example: Appendicitis diagnosis

Some notation:

Prediction function



Dataset
Set of known inputs and outputs

Age: 9.61
Patient 1

Pain: no
RBC: 5.18
Peritonitis: local

Age: 5.11
Patient 2

Pain: no
RBC: 4.55
Peritonitis: local

Age: 10.75
Patient 3

Pain: no
RBC: 4.79
Peritonitis: no

Yes Yes No( , ) ( , )( , )…

Some notation:



Dataset
Set of known inputs and outputs

Age: 9.61
Patient 1

Pain: no
RBC: 5.18
Peritonitis: local

Age: 5.11
Patient 2

Pain: no
RBC: 4.55
Peritonitis: local

Age: 10.75
Patient 3

Pain: no
RBC: 4.79
Peritonitis: no

Yes Yes No( , ) ( , )( , )…

Input table Output table



16.66 9.0 174.0 65.0 5.31 36.6 6.6
10.74 9.0 146.0 57.5 5.66 37.3 10.2
9.04 5.3 134.0 29.4 4.92 36.0 5.1
10.75 5.0 155.0 54.5 4.79 37.7 10.3

7.3 6.2 123.0 23.5 4.64 37.4 21.1
5.11 7.0 116.0 22.0 4.55 40.2 19.4
14.36 9.0 163.0 50.0 4.84 37.5 14.3
9.61 9.0 140.0 29.2 5.18 38.7 14.3
15.83 12.0 153.0 59.0 4.33 36.7 12.8
9.58 7.0 132.0 24.7 5.04 38.4 13.5
10.37 5.5 156.0 39.0 4.8 37.4 5.6
14.52 4.5 181.0 55.0 4.9 37.0 9.0
12.41 3.7 150.5 42.5 5.49 37.2 9.1
6.67 3.5 124.0 38.5 5.27 39.6 16.8
15.21 8.5 155.0 85.0 4.62 36.8 12.4
12.43 12.0 157.0 46.0 4.62 37.1 16.4
10.51 9.0 134.5 27.0 5.03 37.4 12.8

X =

As table As matrix

Observation

Feature

Observation

Feature

N

d

(Obs.)

(features)

Mathematical abstraction

X ∈ ℝN×dN x d Matrix:



( , )Mathematical abstraction
Labels become a vector

Output table

1
0
0
0
1
0
0
0
0
1
1
0
0
0
1
0
1

y =Converted N
(Obs.)

y5 = 1
Index
(Obs.)

Age: 5.11
Patient 5

Pain: no
RBC: 4.55
Peritonitis: local

Yes



Age: 9.61
Patient 1

Pain: no
RBC: 5.18
Peritonitis: local

Input Prediction

Patient
Neural network

Length of hospital stay
24hrs? 36hrs? … 

(Regression)

Quantitative outputs: Regression

y ∈ ℝOutput domain:



Prediction function
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2 norm magnitude stop






























