
- Which function best fits this data? Why?


- What are some of the choices that we can make when designing a neural 
network?


- What might we infer about the differences in the neural networks used for each 
function?


- What can we conclude about the neural network weights in the third figure from 
looking at the highlighted region?

 



Evaluation
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Gradient descent steps

Loss



Gradient descent steps

Accuracy



Are we done?



3
?
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How many functions have 0 loss?

MSE Loss = 1
N

N

∑
i=1

(f(xi) − yy)2

y

x



What if we then see new data?

MSE Loss = 1
N

N

∑
i=1

(f(xi) − yy)2

y

x





Train-test split

y

x

y
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Does the bias contribute to overfitting?





Sampling data



Underfitting

in



Overfitting



Overfitting



Good fit



Overfitting



Better fit



Model complexity curve



Training loss: 

Test loss: 

Underfitting Overfitting Good fit



Overfitting with high weights

is



Overfitting with high weights



L2 Regularization

mingsod
i



L2 Regularization



L2 Regularization



L1 Regularization



L1 Regularization



L1 Vs. L2 Regularization

I



L1 Vs. L2 Regularization
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L1 Vs. L2 Regularization



L1 Vs. L2 Regularization



Dropout



Dropout



Dropout



Dropout



Dropout



Dropout



Dropout


